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Abstract. Recently, an original extension of the well-known Roc-
chio model (i.e. the Generalized Rocchio Formula ( ����� )) as a fea-
ture weighting method for text classification has been presented. The
assessment of such a model requires a statistically motivated param-
eter estimation method and wider empirical evidence. In this paper,
three different corpora have been adopted in two languages. Re-
sults suggest that ����� , integrating linguistic information, is a viable
more efficient alternative to state-of-art ��� systems.

1 Introduction

Methods for integrating linguistic content within information re-
trieval activities are receiving a growing attention [10]. Work in
text retrieval through the Internet suggests that embedding linguis-
tic information at a suitable level within traditional quantitative ap-
proaches is useful to bring the experimental stage to operational re-
sults. This is a representational problem. In this paper traditional
methods for statistical text categorization augmented by a system-
atic use of linguistic information are analysed. The purpose is to de-
termine linguistic information useful to improve text classification
( ��� ) accuracy. This deserves of extensive evaluation over hetero-
geneous resources and data sets. In ��� a systematic experimental
framework is possible: tasks and performance factors, sensitive to
the available linguistic information, can be assessed and measured
over well-assessed benchmarking data sets.

In [2] an original extension of the well-known Rocchio model (i.e.
the Generalized Rocchio Formula ( ����� )) as a feature weighting
method for TC has been proposed. Parameterized weighting was ob-
served as a suitable technique to improve the impact of more infor-
mative features on the ��� accuracy. The benefits are mainly due to
the tuning the Rocchio formula parameters. Sensitivity of the formula
to different values of the parameters has been also discussed in [5],
where warnings on the estimation methodology are also raised. The
learning and classification efficiency of Generalized Rocchio text
classifiers ( ����� ) make them appealing for operational scenarios,
e.g. Web document classification. The size of data sets prevents the
adoption in these cases other effective machine learning approaches,
e.g. Support Vector Machine [7] and � -Nearest Neighbor [13]. The
lower ��� accuracy is the major drawback of Rocchio classifiers.
Nevertheless the ����� has been shown to significantly improve the
basic performances of simpler Rocchio models on benchmarking
data, ([2]). Now, it is crucial to design and test general and effective
parameter estimation methods for ����� . In this perspective some
issues need explanation:
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� A systematic analysis of general properties of the training model.
The Reuters benchmark used in [2] (with a fixed split between
training and test data) may represent a bias2 for the results. A sys-
tematic testing is needed to show that the parameter estimation
does not depend on the documents chosen for training and testing.� Assessment of performance figures. The widely used Breakeven
Point depends on acceptance thresholds that are adjusted until pre-
cision is equal to recall. It thus depends on testing data and may
not reflect the real system performances.  -measure is a more ac-
curate performance index.� Larger evidence over different corpora. Corpus that relates to dif-
ferent domains, (e.g. more close to real scenario), may have dif-
ferent behaviors. Note that in [2] only the Reuters benchmark has
been used which has a more academic nature than realistic data.� Multilingual evidence. Different languages may result in differ-
ent ��� behavior. As English is successfully approached via stem-
ming (as a way to capture word information) this is not always
true for morphologically richer languages (e.g. Italian).

The aims of this paper are thus:

� First, define a statistical parameter estimation technique for the
Generalized Rocchio classifier (GRC) and test it over different
corpora. More general results have been derived over three differ-
ent domains: News from Reuters collection, medical documents
from Ohsumed corpus and news in Italian from ANSA, the main
Italian news agency. A rigorous text sampling for held-out perfor-
mance evaluation has been applied to derive reliable results.� Second, measure the role of available linguistic information. In
particular, syntactic characterization (via POS tagging) and multi-
words expression (i.e. terms derived from corpora) have been
adopted as features on the available corpora. Measures of their
impact on classification performances have been obtained.

In Section 2, the basic problem of ��� and the linguistic frame-
work used for feature extraction are described. The selection model
based on the generalized Rocchio formula with its weighting capabil-
ities is presented in Section 3 where the parameter estimation proce-
dure is also defined. In Section 4 experiments are reported aiming to
show the effectiveness of the proposed estimation technique as well
as to quantify the contribution of linguistic information.

2 Text Classification and feature extraction

The classification problem is the derivation of a decision func-
tion that maps documents into one or more target classes, ���
�

The splitting between test and training related to a version of Reuters cor-
pus is a specific partition. It is thus possible it does not represent the full
properties of the corpus



� � 	������������ ���	� , representing topics (e.g. ”Politics, Entertainment”).
An extensive collection of texts already classified, often called train-
ing set, induces the classification function.

Profile-based (or linear) classifiers are characterized by a function
based on a similarity measure between the representation of incom-
ing documents 
 and each class ��� . Both representations are vectors
and similarity is traditionally estimated as the cosine angle between
the two vectors. The description � � of each target class ( � � ) is usu-
ally called profile, that is the vector summarizing the content of all the
training documents, i.e. those pre-categorized under ��� . The vector
components are called features and refer to independent dimensions
in the space in which similarity is estimated. The � -th components of
a vector representing a given document 
 is a numerical weight as-
sociated to the � -th feature � of the dictionary that occurs in 
 . Sim-
ilarly, profiles are derived from the grouping of positive instances 

in class � � , i.e. 
�� � � .

Traditional techniques (e.g. [12]) make use of single words � as
basic features. In the next section the kind of linguistic information
used to define class and document vectors as well as the processes
used to extract them are described.

2.1 Linguistic features in text categorization

Linguistic content in ��� can be emphasized by determining
�������������� able to express complex textual evidences for the clas-
sification function. Basic language processing capabilities tradition-
ally allow to extend the knowledge about words occurring in docu-
ments, like for example their canonical forms (i.e. the morphologi-
cal derivation from a lemma) and their syntactic roles (i.e. part-of-
speech (POS) in the input context). Previous works on text classi-
fication [9, 11] suggest that availability of significant complex se-
quence of terms increases the indexing performances. Recognition
of Proper Nouns and extraction of terminological expressions from
texts are Natural Language Processing (NLP) techniques able to dis-
cover and match in documents linguistically motivated sequences of
words. The aim, here, is to verify if such high-level descriptors are in
fact better indexes for ��� .

2.1.1 The extraction of linguistic features

The extraction of complex syntactic structures is allowed by a robust� ��������� , i.e. a linguistic processor that takes a normalized version
of documents and produces a set of grammatical and semantic infor-
mation for each text ([3]). The information produced by the parser
includes:

� Lemmas or multiwords expressions. Simple words (e.g. ���� � and! ����"�# ) or functional expressions (e.g. in order to and as well as)
are detected.� Proper Nouns (

�%$
s). In line with systems for Information Extrac-

tion, Named-Entities are recognized by extensive catalogs as well
as by the application of NE grammars. A typed set of proper nouns
is derived from each news and processed independently from the
other lemmas.� Syntactic Categories of lemmas. Units of text (i.e. simple or com-
plex terms) are tagged by a single Part-of-Speech (POS), (e.g. N
for nouns, V for verbs). Document descriptions include lemmas
with their own POS, so that verbal and nominal occurrences are
independent (e.g. ���&�'� /V (�)���&�*� /N).

Besides the above information, features include also terminolog-
ical expressions that are automatically derived from the source cor-

pora (i.e. training documents). They are complex nominal expres-
sions that will be defined in the next Section.

2.1.2 Corpus-driven terminology extraction

The derivation of terminological noun phrases is supported by an
inductive method for (off-line) terminology extraction ( �,+ ), early
introduced in [1]. It is based on an integration of symbolic and statis-
tical modeling. First, relevant atomic terms #-� (i.e. singleton words)
are identified by traditional techniques, e.g. the �.
  score early sug-
gested in [12]. Linguistically principled grammars3 are then applied
to identify linguistic structures (headed by #-� ). They are admissible
candidates for terminological expressions. Finally, extracted candi-
dates are validated and selected by the use of statistical filters. Statis-
tical properties imposed on the occurrences of multiword sequences
aim to restrict the semantic relations expressed by terms. Only the
early recognized expressions that are validated statistically are re-
tained as legal terminological entries of the underlying domain. Sev-
eral methods of corpus-driven TE have been proposed. We adopted
for our tests the methods detailed in [1].

In terminology terms are surface canonical forms of structured ex-
pressions referring to entities with complex properties in a domain.
They are nouns or noun phrases generally denoting specific concepts
in a given corpus, i.e. in a given domain.

Usually term candidates are couples /10 � 243 , where 2 represents
the sequence of (left and/or right) modifiers, e.g. (disk, (-1,hard)),
(system, ((-2,cable),(-1,television)) for hard disk and cable television
system, respectively. Among a number of statistical filters mutual in-
formation (MI), 5	/10 � 2-3 �76�8:9 �<;>=�?:@ A�B;C=�?DBE;C=�A�B , has been often used to
capture linguistic associations (e.g. [4]).

In TE, MI can be reliably computed over two words.  -ary rela-
tions (e.g. federal securities laws, Federal Home Loan Bank board
require the estimation of joint probabilities of  words. The need of
a huge amount of data for a reliable outcome for  -ary relations usu-
ally impacts over data sparseness problems. Thus an approach based
on binary MI to collections of words has been used:

5	/10 � 2-3 �F6G8�9 � ;C=�?:@EHA�B;>=�?DBI;>=*HA�B
where the conceptual link is considered between word 0 and the vec-
tor 2 �J/ 2 	�� 2 �K��������� 2 � 3 . Thresholding over MI 5	/10 � 2-3 , as detailed in
[1], provides a straightforward and effective decision criteria.

According to the above method specific terminological datasets,
�L��� ! � are derived from training texts available for the class ��� .
During parsing, items in M � �L��� ! � will thus matched and included
in the document features. Notice how the terminological database
( �LN�O �JMC� �L��� ! � ) is derived automatically for each collection so
that the ��� experiments described in the Section 4, will make use of
three different �,N�O s.

3 Extending the Rocchio’s formula
for optimal feature selection and weighting

Feature selection relates to the application of statistical methods (in-
formation gain, P � , mutual information ...), for pruning non relevant
features. Major drawbacks are that features irrelevant for a class may
be removed even if they are important for another one [7]. The prob-
lem here is to give the right weight to a given feature in different
classes for determining its impact. A feature selection strategy based
on a machine learning algorithm seems a promising methodology.
Q

The parser supports the phases (e.g. tokenization, Part-of-Speech tagging
and lemmatization) for the grammatical recognition of term structures.



The Rocchio’s formula has such a property. It has been traditionally
used in Profile-Based Text Classification and is defined as follows.
Given:
� the set of training documents � � classified under the topics � �

(positive examples),� the set ��,� of the documents not belonging to ��� (negative exam-
ples) and������ , the weights4 of feature  in document # ,

the weight � � � of a given feature  in the profile of the class ��� ���� 	� � � �� �������
	 is:

� � � � max

��
���� �,� ���������� � ������� �� � � ������� � � ���� (1)

In Eq. 1 the parameters � and � control the relative impact of
positive and negative examples and determine the weight of  in the
� -th profile5.

As noticed in [2], the relevance of a feature deeply depends on
the corpus characteristic and, in particular, on the differences among
the training material for the different classes, e.g. size, the structure
of topics or the style of documents. They sensibly change according
to text collections and classes. Moreover, it provides a rather smooth
feature selection. Features are used only when they influence the sim-
ilarity estimation for all and only the classes for which they are se-
lective. The � and � setting allows to drastically limit noise without
direct feature elimination. For this Eq. 1 provides scores, � � � , that
have been directly used as weights in the associated feature space
([2]). Each category has, in this way, its own set of relevant and irrel-
evant features. The optimal values of these two parameters are also
estimated independently for each class � . This results in a vector of
( � � , � � ) couples each one optimizing the performance of the classifier
over the � -th class. For each class, one parameter ( � � =1) is fixed and� � can be tuned. The weighting, ranking and selection scheme used
is thus the following:

� � � � max

��
�! � �,� � ������ � � ���� � �� ��L� � ������� � � ���� (2)

From now on we will refer to this model as the ����� classifier. Equa-
tion 2 has been applied given the parameters � � that for each class ���
lead to the maximum Breakeven point on � � (see [13] for more de-
tails on BEP).

3.1 Estimating parameters in a generalized
Rocchio model

The idea of parameter adjustment in the Rocchio formula is not
completely new. In [5] it has been pointed out that these parame-
ters greatly depend on the training corpus and different settings of
their values produce a significant variation in performances. How-
ever their estimation was not clarified. The major problem was that
the simple parameter estimation procedure that provides the lowest
�*�K���  �. �" set error produced a small improvement in the error rate
over the reference test-set. The reason relies in the corpus adopted
(i.e. Reuters 21478). It has a fixed splitting between training and test
sets with quite different distributions of categories. This prevents the#

Several methods are used to assign weights of a feature, as widely discussed
in [12].$
In [6], Eq. (1) has been used with values % = 16 and & = 4 for the catego-
rization of low quality images.

possibility of correctly estimating effective � values from training
data. The erroneous conclusion that the parameters are a property of
the document set used for their estimation was derived. As it will be
shown in Section 4 this is not true.

When a random splitting between learning '�( and test �( data is
allowed, the following parameter estimation for Eq. 2 can be carried
out according to a held-out estimation procedure:

1. First, a subset of '�( , called estimation set +)( , is defined.
2. The set '�( � +)( is then used for profile building
3. Estimation of the � � parameters is finally carried out over +)( .

Performance of the resulting model can be thus measured over the
�( documents. Notice that this procedure can be applied iteratively
if steps 2-3 are carried out according to different, randomly generated
splits +)(+* and ',( � +)(-* . Several vectors � � are thus derived at steps
� , denoted by � = * B� . A final . � can be thus obtained via a point wise
estimator / applied to distribution of � � = * B , i.e.

. � �0/ / � � = 	 B ��������� � � =21�B 3 (3)

Performance of the model parameterized by
. � can be then measured

over the �( documents.
The above procedure is easily applicable whenever the number of

documents in the training set ',( is large enough for +)( (or +)(+* )
to be representative of all the classes. If the number of training docu-
ments available in +)( for a class � � is too low, the parameter estima-
tion procedure that optimizes BEP is not stable, possibly producing
biased results.

4 Performance Evaluation

Experiments have two aims: to asses the general performances of
����� (Eq. 2) driven by the estimation procedure of Section 3.1 and
to evaluate the contribution of the linguistic features presented in
Section 2.1. Performance indexes are derived via a cross validation
technique applied as follows:
� Generate  �43 � random splits of the corpus: about 70% for train-

ing ( ',( ) and 30% for testing ( �( ).� For each split 5
– Learn the classifier on ',(76 . In case of ����� apply the estima-

tion procedure of Section 3.1. This leads to sampling the sets
+)( 68* for the estimation of � � .

– Evaluating performance indexes on �( 6
– For the BEP index evaluation an algorithm to find the value of

recall equal to precision is applied.

– In case of  -measure computation thresholds are estimated over
the +)( 6 * , as it is done for parameters � � .

� The final indexes are the mean BEPs and f-measures values, de-
rived from each split, according to:�O + � �:9 6 O + � / �( 6 3 � 	 �:9 6  	 / �( 6 3 

� (4)

4.1 The experimental set-up

With the aim to obtain more general results three different collections
have been considered. The first reference collection is the Reuters
corpus, version 3, prepared by Apté [13]6. The collection includes;

A formatted version of this collection was prepared by Y. Yang and col-
leagues, and is currently available at Carnegie Mellon University’s web site
through http://moscow.mt.cs.cmu.edu:8081/reuters 21450/apte.



11,098 documents for 93 classes, with a fixed splitting between test
�( and learning data '�( (3,309 vs. 7,789). In this work �( and ',(
have been merged so that random splits are derived. The Reuters col-
lection, used in many experiments (e.g. [13, 7]) supports comparative
analysis.

The second collection (Ohsumed, at
ftp://medir.ohsu.edu/pub/ohsumed), compiled by
William Hersh, includes 50,216 medical abstracts. The first 20,000
have been used in all our experiments. The target classes are the 23
MeSH diseases categories.

The third corpus includes about 15,000 news in Italian from the
ANSA agency. It refers to 8 target categories (with a size of approx-
imately 2,000 documents). ANSA categories relate to typical news-
paper contents (e.g. Politics, Sport, Economy)7 . It is worth to note
that this last collection is closer to operational scenarios. It suffers
from a human error in corpus preparation: some documents are not
correctly assigned to the categories and other ones are repeated more
then once.

Performance scores are always expressed by means of Breakeven
point ( �O + � ) and f-measure with equal importance assigned to recall
and precision ( � 	 ). The global performance of a systems is given
by the microaveraging that refers to all categories contained in the
target corpus. The Token feature set includes unstemmed words that
do not appear in the (���� � � stop list. The linguistic feature sets
have been built including POS-tagged lemmas and terminological
expressions. These last are derived from available training material
independently for each class. For example, in the TDB of the class
��"�� (i.e. � ��� "4���:� �� 
��L"��K��� ���1�*���� ) of the Reuters corpus, among
the 9,650 different features about 1,688 are made of terminological
expressions or proper nouns (  	�
 ). The weight � �� of a feature 
in a document # is the usual product between the logarithm of the
frequency of  in # and the associated inverse document frequency.

4.2 Cross evaluation of Generalized Rocchio
Classifier

In the first set of experiments the traditional Rocchio classifier has
been evaluated to determine the base-line performances. Two differ-
ent values for its parameterization have been selected from literature
[7, 6, 5]. The sets of features used in these experiments are all tokens
(i.e. no feature selection has been applied), which are about 39,000
for Reuters, 42,000 for Ohsumed and 55,000 for ANSA. The novelty
of these sets is the inclusion of numbers and the words composed of
special characters. We prefer to use all these features because they re-
sult in higher performances (one or two percent point wrt the stems).
In the second set of experiments the estimation procedures of param-
eters and thresholds for ����� have been applied. 20 random sam-
ples for estimating thresholds and � � have been extracted from the
current training set. Each sample contains about 30-40% of training
documents.

The performances are reported in tables 1, 2 and 3 respectively
for Reuters, Ohsumed and ANSA. The column labeled with Roc-
chio refers to the original classifier parameterized with � � � � � and� �  . The column ����� expresses two performance indexes (f-
measure and O + � ) for the generalized Rocchio Classifier. The dif-
ference between  	 and O + � measures (on average) the complexity
of estimating the thresholds. The results, for each corpora, assess the
benefit of the generalized Rocchio formula used together with the pa-
rameter estimation procedure. An improvement of about 3-4% over


This corpus is used within the HLT European project NAMIC that includes
ANSA

the simple Rocchio is observed wrt the global Microaverage perfor-
mances (evaluated by using all categories of the target corpus). In the
tables we can also observe the relevant improvement for some cate-
gories8. Moreover, in order to better locate the ����� performances
wrt other literature works, we tested the Support Vector Machine
( (���� ) classifier [7] over our feature sets. The last column in Ta-
bles 1 and 2 reports the results for the linear version of (���� . We
observe that ����� outcome is very close to (���� which is consid-
ered the current state-of-art.

Table 1. Performance comparisons of Generalized Rocchio classifier on
Reuters corpus

Rocchio (BEP) ����� �����
Category &������ � &�� � BEP  	  	
earn 95.20 95.23 95.17 95.39 98.80
acq 80.91 84.38 86.35 86.12 96.97
money-fx 73.34 75.37 77.80 77.81 87.28
grain 74.71 78.02 88.74 88.34 91.36
crude 83.44 83.23 83.33 83.37 87.16
trade 73.38 74.80 79.39 78.97 79.13
interest 65.30 68.63 74.60 74.39 82.19
ship 78.21 80.53 82.87 83.17 88.27
wheat 73.15 75.57 89.07 87.91 83.90
corn 64.82 66.60 88.01 87.54 83.57
Microav.(93 cat.) 80.07 81.50 84.90 84.42 88.30

Table 2. Performance Comparisons of Generalized Rocchio classifier on
Ohsumed corpus

Rocchio (BEP) ���!� �"�#�
Category &��$��� � &�� � BEP  	  	
Pathology 37.57 47.06 48.78 50.58 48.55
Cardiovascular 71.71 75.92 77.61 77.82 80.79
Immunologic 60.38 63.10 73.57 73.92 72.89
Neoplasms 71.34 76.85 79.48 79.71 80.16
Digestive Systems 59.24 70.23 71.50 71.49 71.10
Microav.(23 cat.) 54.36 61.79 66.06 65.81 68.37

It is worth noting that our results about (���� on Reuters are
higher than those found in literature [7]. This is not surprising given
the higher dimension of the feature space used here. In [7] only
10,000 stems have been used for experiments and numbers were
likely removed. This class of tokens has a relevant role in Reuters
corpus as also explained in [8]. The results in [7] for Reuters cor-
pus are about 2 percent points lower than those reported in Table 1
(for both Rocchio and SVM). Thus (���� and ����� have higher
performances by using all possible tokens.

Table 3. Performance comparisons of Generalized Rocchio classifier on
ANSA corpus

Rocchio (BEP) �����
Category &������ � &�� � BEP  	
News 50.35 61.06 69.80 68.99
Economics 53.22 61.33 75.95 76.03
Foreign Economics 67.01 67.08 65.09 61.72
Foreign Politics 61.00 67.23 75.80 75.59
Economic Politics 72.54 80.52 78.66 68.95
Politics 60.19 67.49 60.07 59.58
Entertainment 75.91 78.14 77.64 77.63
Sport 67.80 78.98 80.00 80.14
Microaverage 61.76 69.23 72.36 71.00

%
Only some categories are reported in tables. We have shown those classes
useful for comparisons.



4.3 Evaluation of linguistic contribution

In these experiments the feature sets which include the POS of a word
and complex terminological expressions (terms) have been used for
training ����� . The global performances in Tables 4, 5 and 6 show
small improvements wrt the bag of words. However, if we look at
the individual category performance, we observe several classes that
take significant advantages from linguistic material. In Reuters, most
of the categories (shown in Table9) reach higher performances.

In Ohsumed corpora only some categories increase the perfor-
mances on linguistic data. The ANSA corpora seems more sensible
than the others as some (overspecialized) categories, like ���	� (enter-
tainment) or �	��" (economical politic), show higher accuracy.

Table 4. Linguistic contribution to the Generalized Rocchio classifier
performances on Reuters corpus

Tokens Terms Terms+POS

Category  	  	  	
earn 95.39 95.40 95.25
acq 86.12 87.83 87.46
money-fx 77.81 79.03 79.04
grain 88.34 87.90 87.89
crude 83.37 83.54 83.47
trade 78.97 79.72 79.59
interest 74.39 75.93 76.05
ship 83.17 83.30 83.42
wheat 87.91 87.37 86.76
corn 87.54 87.87 87.32
Microav.(93 cat.) 84.42 84.97 84.82

The good results on some categories are due to the use of NLP
methods that allows to include as features n-gram not bound to a
specific  . Terminological expressions may span over more than 2
or 3 constituents: complex proper nouns like Federal Home Loan
Bank are usually captured. More interestingly, chains of noun phrases
modifying other nouns or even proper nouns, as in federal securities
laws, temporary restraining order, Federal Home Loan Bank board
are recognized and included in the feature set. However their inclu-
sion in category profiles have to be carried out carefully. As a side
effect, they change the weights of other features (e.g. the simple to-
kens). This is the major reason for performance decreases. The use
of separate features space could be a solution for making operative
the use of linguistic information in ��� .

Table 5. Linguistic contribution to the Generalized Rocchio classifier
performances on Ohsumed corpus

Tokens Terms

Category  	 BEP  	 BEP
Pathology 48.78 50.58 49.36 51.13
Cardiovascular 77.61 77.82 77.48 77.74
Immunologic 73.57 73.92 73.51 74.03
Neoplasms 79.48 79.71 79.38 79.77
Dig. Systems 71.50 71.49 71.28 71.46
Hemic. & Lymph. 65.80 65.75 65.93 65.85
Neonatal 50.05 49.98 52.83 52.71
Skin 60.38 60.59 60.53 60.80
Nutr. & Metab. 60.08 60.20 60.66 60.75
Endocrine 44.80 48.76 43.96 48.87
Env. Disorder 64.54 64.58 64.92 64.98
Animal 34.35 38.02 37.39 39.45
Microav.(23 cat.) 65.81 66.06 65.90 66.32

5 Conclusion

In this paper, a robust model for fast text categorization and its train-
ing procedure have been described and tested. The proposed estima-
�

Note that they are the 10 top sizes of the Reuters Corpora

tion procedure of the ����� parameters defines a systematic feature
selection and weighting technique. The experimentation of ����� on
very different corpora (Reuters, Ohsumed and ANSA) have conclu-
sively shown that it is robust and effective with respect to noise and
ambiguity in the data. Performances are close to systems with a sig-
nificantly higher learning complexity (e.g. (���� ). ����� can be thus
considered as a better alternative for operational scenarios like Web
classification and searching.

Table 6. Linguistic contribution to the Generalized Rocchio classifier
performances on ANSA corpus

Tokens Terms Terms+POS

Category  	  	  	
News 68.99 68.58 69.30
Economics 76.03 75.21 75.39
Foreign Economics 61.72 61.12 62.37
Foreign Politics 75.59 75.32 76.36
Economic Politics 68.95 75.78 76.89
Politics 59.58 62.48 63.43
Entertainment 77.63 76.48 76.27
Sport 80.14 79.63 79.67
Microaverage 71.00 71.80 72.37

Natural language techniques have been adopted to improve ���
accuracy. In particular complex nominal structure have been used in
place of the usual  -grams. Increases of performances are not stably
observed although it does not prevent the adoption of NLP capabili-
ties for efficient ��� . The higher performances shown on some cate-
gories suggest that linguistic structures capture relevant although not
critical information. Further ways for exploiting them in ��� is part
of our future research.
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